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Disclaimer
The content presented herein represents my 
thoughts about the subject of this lecture. 
It does not necessarily represent the vision of my 
employers nor the University of which I am a 
researcher;
Images used in this presentation are the property 
and credit of the respective creators and sources;
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AGENDA
Machine Learning in the past;

Machine Learning nowadays;

Security and trust;

Attacks on AI systems;

Discussions;
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• Before 1950 – Statical Methods 
research 
• 1950 – The real start…
• The Dartmouth Summer Research 

Project on Artificial Intelligence in 
1956 summer workshop - artificial 
intelligence as a field.
• John McCarthy, Marvin Minsky, 

Nathaniel Rochester and Claude 
Shannon.

Machine Learning in the past
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•1950 – 1960
•LISP language (great influence in 
other languages

Machine Learning in the past
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•1960 – 1970
•Bayesian methods are introduced for 
probabilistic inference in machine learning
• using data analysis to infer properties of an 

underlying distribution of probability
• basically, is to update the probability for a hypothesis 

as more evidence or information becomes available

Machine Learning in the past
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•1970 – 1980 – AI winter
•Research interest drops significantly;
• 1971–75 - DARPA's frustration with the Speech 
Understanding Research program at Carnegie Mellon
• 1973 - Lighthill, James. "Artificial Intelligence: A 
General Survey". Artificial Intelligence: A paper 
symposium. UK: Science Research Council.
• 1973–74 - DARPA's cutbacks to academic AI research

Machine Learning in the past
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•1980 – 1990
•Rediscovery of backpropagation causes a 
resurgence (it was created in the 60s);
•method used to train neural network models;

•1987 - LISP machine market gets collapsed…

Machine Learning in the past
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•1990 – 2000
•shifts from a knowledge-driven approach to a 
data-driven approach;
•programs for computers to analyze large amounts 
of data and draw conclusions – or "learn" – from 
the results;
•Support-vector machines (SVMs) and recurrent 
neural networks (RNNs) become popular.

Machine Learning in the past
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Machine Learning in the past (GPUs)

https://tatourian.blog/2013/09/03/nvidia-gpu-architecture-cuda-programming-environment/
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•2000 – 2010
•Methods like Support-Vector Clustering starts…
•unsupervised machine learning methods become 
widespread…

•2010 – 2020
•Deep Learning (spurs huge advances in vision 
and text processing)
•Generative AI

Machine Learning in the past
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Machine Learning nowadays

https://www.vacchelli-ag.ch/Fihefsbsyig/Ftk-827157.html
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14/50https://www.congress-intercultural.eu/?i=next-gen-nvidia-geforce-architecture-not-arriving-until-2025-mm-rBK1Kof4

Machine Learning nowadays
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Machine Learning nowadays

https://towardsdatascience.com/
coding-deep-learning-for-
beginners-types-of-machine-
learning-b9e651e1ed9d
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Machine Learning nowadays
•Ok…
•Everything is cool…
•Lot’s of papers/advances…
•Lot’s of people says they are “masters of the 
art”…
•Lot’s of money in Start-ups…
•A lot of lot’s…
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•We saw things like this few years ago…
Machine Learning nowadays

https://arxiv.org/abs/1412.6572

17

18/50

•We saw things like this few years ago…
Machine Learning nowadays

AI within
cybersecurity

Malware Score Before Score After
CoinMiner -826 884
Dridex -999 996
Emotet -923 625
Gh0stRAT -975 998
Kovter -999 856
Nanobot -971 999
Pushdo -999 999
Qakbot -998 991
Trickbot -973 774
Zeus -997 997

https://skylightcyber.com/2019/07/18/cylance-i-kill-you/
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•We saw things like this few years ago…
Machine Learning nowadays

19

20/50

•We saw things like this few years ago…
Machine Learning nowadays
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•We saw things like this few years ago…
Machine Learning nowadays
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•We are seeing things like this 
these days…

Machine Learning nowadays
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•We are seeing things like this these days…
Machine Learning nowadays

EvilModel: Hiding Malware 
Inside of Neural Network 

Models 
Zhi Wang, Chaoge Liu, Xiang Cui

https://arxiv.org/pdf/2107.08590.pdf
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•We are seeing things like this these days…
Machine Learning nowadays

https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/
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•We are seeing things like this these days…
Machine Learning nowadays

https://www.cnbc.com/2024/05/28/deepfake-scams-have-looted-millions-experts-warn-it-could-get-worse.html
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•We are seeing things like this these days…
Machine Learning nowadays

https://www.bankinfosecurity.com/hackers-use-ai-hallucinations-to-spread-malware-a-24793
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•We are seeing things like this these days…
Machine Learning nowadays

Sam Altman, chief executive of ChatGPT maker OpenAI, 
has warned people not to expect artificial intelligence to
do all the work for them, saying the technology is “far
from perfect” and does not offer a shortcut to building
great businesses. Mr Altman made a surprise
appearance at Microsoft annual Build developer
conference in Seattle early Wednesday morning
(Australian time), and offered a glimpse to where AI is
headed and gave some advice to entrepreneurs. He was
speaking after Microsoft chief executive Satya Nadella
announced a suite of updates to the company’s Copilot
AI platform, including a Teams Copilot that aims to lift
productivity across departments or entire companies
rather than individual users.

https://archive.is/47BCN
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•We are seeing 
things like this 
these days…
•  Scale's "2024 
AI Readiness 
Report"

Machine Learning nowadays

https://scale.com/ai-readiness-report#section-download
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•Concerns:
• the quality and reliability of the AI-generated code;
• It will produce incorrect or inefficient code;
• it will suggest code snippets that may contain 
security vulnerabilities;
•Copyright of replicated code of private 
repositories used to train the model;

Machine Learning nowadays

https://archive.is/47BCN

29

30/50

AGENDA
Machine Learning in the past;

Machine Learning nowadays;

Security and trust;

Attacks on AI systems;

Discussions;

30



04/07/2024

16

31/50

Security and trust

Availability
Confidentiality
Integrity

Cyber Security

Information security pillars
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Security and trust

https://www.mdpi.com/1424-8220/14/12/22754
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Security and trust

https://www.mdpi.com/1424-8220/14/12/22754
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Security and trust
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Security and trust

35

36/50

AGENDA
Machine Learning in the past;

Machine Learning nowadays;

Security and trust;

Attacks on AI systems;

Discussions;

36



04/07/2024

19

37/50

Attacks on AI systems

•3 classifications are ordinary:
•Adversarial inputs – Forged input data for 
misclassification;
•Data poisoning attacks –  Pollute classifier data in 
favor of the attacker;
•Model stealing techniques – used to steal the 
model or retrieve/rebuild training data;
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Attacks on AI systems (adv. inputs)
autonomous driving systems

https://blog.rgbsi.com/autonomous-vehicle-technology-driving-automation
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Attacks on AI systems (adv. inputs)
autonomous driving systems
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Attacks on AI systems

https://www.sacbee.com/news/local/article289609708.html
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Attacks on AI systems (data poison.)

https://medium.com/analytics-vidhya/data-poisoning-when-artificial-intelligence-and-
machine-learning-turn-rouge-d8038f423922
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Attacks on AI systems (data poison.)

https://datascientest.com/en/data-poisoning-a-threat-to-machine-learning-models
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Attacks on AI systems (model steal.)

https://www.mlsecurity.ai/post/what-is-model-stealing-and-why-it-matters
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Attacks on AI systems (model steal.)

https://www.mlsecurity.ai/post/what-is-model-stealing-and-why-it-matters

•Train models is a hard task these days…
•Adversaries can break business models…
•Leads to privacy issues…
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Discussions
•AI with cybersecurity:
•Malware or not malware?
•Attack on the go or normal operations?

•AI within medicine:
•Cancer or not cancer?

•AI with smart vehicles:
•Hack or not Hack?
• IA driver dilemma?
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Discussions
• In near future...
•AI is supposed to take decisions on our behalf...
•AI will need more and more data…what about 
privacy in LLMs?
•AI is supposed to classify speech…(good, bad, or 
what??) – will we trust LLM systems to tell us 
what if a text is fake or not?
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Discussions
•There is a huge avenue for research as well…

•So, do you trust your AI system?

•So, the model you created/downloaded is 
secure?
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READY FOR…

Q&A
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