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Listeners (server side) ←→ implants and agents/beacons (client side)

C2 frameworks

● Caldera
● Metasploit/Meterpreter
● Sliver
● Empire
● Cobalt Strike
● …

Useful references: 
- C2Matrix (130+ frameworks)
- Learning Sliver C2 (02) - Beacons and Sessions

https://docs.google.com/spreadsheets/d/1b4mUxa6cDQuTV2BPC6aA-GR4zGZi0ooPYtBe4IgPsSc/edit?usp=sharing
https://dominicbreuker.com/post/learning_sliver_c2_02_beacons_and_sessions/#beacons


C2 Matrix - 135 frameworks!!

Link: C2 Matrix

https://docs.google.com/spreadsheets/d/1b4mUxa6cDQuTV2BPC6aA-GR4zGZi0ooPYtBe4IgPsSc/edit?usp=sharing


Lab setup: analysis of Caldera, Empire, Sliver, and Meterpreter traffic



Zeek logs: conn, dns, http, ssl

https://zeek.org/ https://github.com/corelight/zeek-cheatsheets/
https://tryhackme.com/
https://try.bro.org/

https://zeek.org/
https://github.com/corelight/zeek-cheatsheets/
https://tryhackme.com/
https://try.bro.org/


Caldera: beaconing vs. interactions

Interactions

Long conns logged every ~1 day



Empire: http agent configuration

Configurable delay/interval and jitter

Configurable URIs and user agent



Empire: beaconing every ~5 seconds

Zero req. bytes 
Constant resp bytes“Profile”



Empire: shell activity pattern

Requests every ~5s with back and forth data



Sliver: beacon with --seconds 30 --jitter 5

Randomized URIsPOST and GET



Sliver: beaconing -> session -> shell

Beaconing Session Shell



Metasploit/meterpreter with http listener: beacons every ~10 seconds



Beaconing configurations in C2 Frameworks

Caldera

Meterpreter



How about malware?*

*The mandatory ChatGPT slide 



Key observations

● C2 frameworks and malware:
○ 130+ frameworks listed in the C2Matrix
○ “Keep-alive” beacons
○ Periodicity: seconds to days + jitter (optional)

● Different channels/listeners (http, dns, etc.)

● Mixture of “beaconing patterns” and “interaction patterns”

● Network or measurement latencies

Key ideas:

1. Focus on timestamp sequences only
2. We can generate synthetic beaconing patterns
3. A ML model should be able to detect many beaconing patterns

https://docs.google.com/spreadsheets/d/1b4mUxa6cDQuTV2BPC6aA-GR4zGZi0ooPYtBe4IgPsSc/edit?usp=sharing
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Dataset generation

Class?

Random sequenceJitter?

Beaconing 
without jitter

Beaconing with 
jitter

1 (50%) 0 (50%)

No (25%) Yes (25%)

● Max duration: 24 hours
● First event: 

○ Min: 0s
○ Max: (86400 - 1) seconds

● Frequency range: 
○ min: 10 seconds
○ Max: 14400 seconds (4 hours)

● Jittering range:
○ Min: 1% of period
○ Max: 50% of period

● Network latency:
○ White/gaussian noise
○ min:= 0.0001 seconds
○ max = 2 seconds

● Random sequence: next_ts sampled from 
a uniform distribution over
[current_ts, end_ts]

Generation strategy Sequence parameters



Beaconing without jitter (aka “perfect beacons”)

Period: 16 seconds

Period: 4266 seconds

Period: 14389 seconds



Beaconing with jitter

Period: 24 seconds
Jitter: 19%

Period: 9618 seconds
Jitter: 25%

Period: 7455 seconds
Jitter: 1%



Random sequences



From timestamps to scaled intervals

Intervals

Scaled intervals

Period: 4266s
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1D Convolutional Neural Networks

Figure: CNN with:

- 1 1D convolutional layer + 2 fully connected layers
- 3 filters (aka kernels)
- Filter length: 4



1D Convolutional Neural Network

2 conv layers:
- 32 filters of size 12
- 16 filters of size 6

2 dense layers
(aka fully connected)

2 outputs

Model specification

● Inputs: scaled intervals
○ max_sequence_length = 100
○ Arrays of shape (100, 1)

● Outputs: 
○ Beaconing probability
○ Jittering probability 



1M sequences dataset: Test Results (left out data)

Beaconing output Jittering output

● FPs: random sequences that ~look like beaconing
● FNs: 

○ Beaconing sequences with high jitter
○ Sequences with low beaconing frequency periods and high network latency
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Malware PCAP: Zeus 24 hours (link: Malware of the Day - Zeus - Active Countermeasures )

192.168.99.53-> tile-service.weather.microsoft.com

Beaconing without jitter Beaconing with jitter

192.168.99.53-> mahamaya1ifesciences.com

192.168.99.53-> ctldl.windowsupdate.com

https://www.activecountermeasures.com/malware-of-the-day-zeus/


Home lab: DNS (NOERROR) beaconing on 2023-07-15

Beaconing with 
jitter

Beaconing 
without jitter

192.168.XX.XX -> 0.android.pool.ntp.org
Query Period
0.android.pool.ntp.org
europe.pool.ntp.org
time.apple.com
time.windows.com

3600

tccprod01.honeywell.com
tccprod02.honeywell.com
tccprod03.honeywell.com

 300

_mywifiext._tcp.local   60
a.root-servers.net   30

Findings with jittering



Home lab: DNS (NXDOMAIN) beaconing on 2023-07-15

192.168.XX.XX -> dummybeaconflag.ml

192.168.XX.XX-> eu.pool.ntp.org

● 12 NXDOMAIN queries
● 2 findings without jitter



Home lab: SSL beaconing 2023-07-18

3 beacons with 
jitter

1 beacon without 
jitter

192.168.XX.XX -> safebrowsing.googleapis.com

server_name Mean interval Std

certstream.calidog.io  81.96  22.99

softsensor-telemetry.re
lease.v2.corelight.io

206.09 107.93

cloud.us.humio.com 107.74  86.54

Beaconing with jitter

Beaconing without jitter



Evaluation at scale with conn, dns, http, and ssl logs

● Source/dest pairs:
○ conn: (source IP, destination IP)
○ dns, http, ssl: (source IP, registrable domain)

● High volume and elevated number of source/dest pairs are a challenge, explored ways to filter down logs:
○ Established connections
○ HTTP requests with request size < 2000 bytes
○ Domains with gTLDs (.xyz, .site, .download etc.)

● High-scored activities seem to be beacons

● Most findings seemed to be legit beacons, and only a handful of suspicious ones

● WIP: combine beaconing with additional features:
○ URI and req/resp sizes for http
○ Domain popularity for dns, http and ssl
○ Query type for dns (TXT, A, AAAA, etc.)
○ ?



Key takeaways and Q&A

Active Sliver session
● Beacons are prevalent in C2 frameworks and in 

many services & applications

● Beacons are messy, looking for “perfect” beacons 
will miss many interesting activities

● CNNs promising to deal with:
○ Diversity in beaconing patterns
○ Missing beacons
○ Activities with beacons + interactions

● The approach can be adapted to surface other 
temporal patterns



Home Labs

https://www.blackhillsinfosec.com/wp-content/uploads/2020/09/SLIDES_HowToBuildHomeLab.pdf

https://www.blackhillsinfosec.com/wp-content/uploads/2020/09/SLIDES_HowToBuildHomeLab.pdf

