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From research labs to real life

Atlas of AI, Kate Crawford 

https://yalebooks.yale.edu/9780300264630/atlas-of-ai


AI systems are socio-technical systems

Depiction of the labour, 
data, and material 
resources required by an 
Amazon Echo. 

Kate Crawford and Vladen 
Joler, 2018



Case study - Gender Shades project

http://gendershades.org/overview.html

Error rates 
higher for 
females and 
dark skin 
subjects

Companies 
worked 
de-biasing 
their 
systems

Buolamwini and Gebru 2018

Even debiased facial 
recognition systems 
may not be fair or 
just.

Its use in policing 
or judicial systems 
already 
discriminatory and 
harmful to people of 
colour.” (Hagerty and 
Albert 2021)

Technical 

perspective

Social science 

perspective

AI systems are socio-technical systems



AI ethics

Rise in  use >> rise in awareness of 
potential bias and harm

Are these systems effective for the 
full scope of users?

Growth of the field of AI ethics



Phase 1 (2016-2019) 
Companies, governments, and researchers began to say “we 
need frameworks!” which they interpreted as philosophical, 
high-level ethical principles. 

Phase 2 (2019-2021) 
Led by the computer science community and a more technical 
approach to frameworks, focusing on fairness, 
accountability and transparency.

Phase 3 (2022 - to date) 
Frameworks of accountability with an emphasis on governance 
mechanisms, regulation, impact assessment, and auditing 
tools and standards.

Increasing attention to the social impacts of AI systems and 
effects on communities and human rights. 

“Whose Side are Ethics Codes On?”

Power, Responsibility and the Social Good

Anne L. Washington | NYU Data Policy

Rachel Kuo | NYU Media, Culture, and Communication

AI ethics Quizas es 
prescindible

https://dl.acm.org/doi/abs/10.1145/3351095.3372844
https://dl.acm.org/doi/abs/10.1145/3351095.3372844


AI ethics principles

Privacy

Safety and security

Accountability

Transparency

Fairness

Principled AI, Berkman Klein Center (2020)

https://cyber.harvard.edu/publication/2020/principled-ai


Algorithmic fairness
There exist more than 20 
definitions of fairness!

VERMA, Sahil; RUBIN, Julia. Fairness definitions 
explained. En 2018 ieee/acm international workshop on 
software fairness (fairware). IEEE, 2018. p. 1-7.

It is necessary to evaluate which 
definitions are applicable to each use case

Sometimes taking one as valid can mean 
violate others

Translation tutorial at FaccT 2018: 21 definitions of 
fairness and their politics:

Fairness

Fairness is a social construct. In the context 
of decision-making, fairness is considered: 
the absence of any prejudice or favoritism 
toward an individual or a group based on their 
inherent or acquired characteristics (Mehrabi 
et al., 2019)

Identification of protected attributes

https://fairware.cs.umass.edu/papers/Verma.pdf
https://fairware.cs.umass.edu/papers/Verma.pdf
https://fairware.cs.umass.edu/papers/Verma.pdf
https://www.youtube.com/watch?v=jIXIuYdnyyk
https://www.youtube.com/watch?v=jIXIuYdnyyk


Loan approval use case Admission to university 
use case

Recidivism in criminal 
justice use case

Equal opportunity rate / False negative 

error rate balance
Guarantee that the proportion of people from 

protected and unprotected groups that are not 

granted a loan when they deserved it is the same. 

Predictive parity
Guarantee that the proportion of students that are 

correctly admitted being qualified is the same 

independently of whether they are from region A or B. 

Predictive equality / False positive error rate 

balance 
Guarantee that defendants from protected and unprotected 

groups have the same probability to be wrongly considered 

to present a high risk to reoffend. 

Equal opportunity rate / False negative error 

rate balance
Guarantee that the proportion of people from protected 

and unprotected groups wrongly considered to present a 

low risk is the same.

https://www.propublica.org/article/machine-bias-
risk-assessments-in-criminal-sentencing

Target: approved or rejected loan
Protected group: female
Unprotected group: male
Ground truth: default

Target: admitted or rejected into uni
Protected group: Students from region A
Unprotected group: Students from region B
Ground truth: Qualifications

Target: high risk or low risk to reoffend
Protected group: Black people
Unprotected group: White people
Ground truth: Reoffended in the past

Algorithmic fairness

Tip: What do we consider a 
higher risk for individuals in 

each case?

https://www.propublica.org/
https://www.propublica.org/


Aequitas open source bias audit tool Center 
for Data Science and Public Policy U. of 
Chicago, Aequitas Fairness tree,

Algorithmic fairness

http://www.datasciencepublicpolicy.org/projects/aequitas/
http://www.datasciencepublicpolicy.org/projects/aequitas/
http://www.datasciencepublicpolicy.org/projects/aequitas/
http://www.datasciencepublicpolicy.org/wp-content/uploads/2021/04/Fairness-Short-Tree.png


The arrival of generative AI, a change of paradigm



The arrival of generative AI, a change of paradigm
New considerations and principles

Controllability

Having mechanisms 
to monitor and steer 
AI system behavior

Privacy and 
security

Appropriately 
obtaining, using and 
protecting data and 

models

Safety

Preventing harmful 
system output and 

misuse

Fairness

Considering impacts 
on different groups or 

stakeholders

Veracity and 
robustness

Achieving correct 
system outputs, even 
with unexpected or 
adversarial inputs

Explainability

Understanding and 
evaluating system 

outputs

Transparency

Enabling 
stakeholders to make 

informed choices 
about their 

engagement with an 
AI system

Governance

Incorporating best 
practices into the AI 

supply chain, 
including providers 

and deployers

Tutorial Responsible AI in the era of ger AI, AWS research (FaccT 2024)



The arrival of generative AI, a change of paradigm



New research problems arise 

Generative AI

Bias & Fairness in LLMs

Bias and fairness in large language models: A 
survey. Gallegos et al (2024).Computational 
Linguistics.

SocialStigmaQA: A benchmark to uncover 
stigma amplification in generative language 
models. NAGIREDDY, Manish, et al. Proceedings 
of the AAAI Conference on Artificial Intelligence.( 
2024)



New research problems arise 

LLMs alignment with 
human values

RLHF - Open ai (harmless, helpful, honest)

Supervised fine tuning with human preferences, Instruction 
tuning, constitutional AI, Human-Augmented Knowledge 
Distillation

what should LLMs be aligned 
with? 

From Instructions to Intrinsic 
Human Values —— A Survey of 
Alignment Goals for Big Models 
(oct 2023)

https://arxiv.org/pdf/2308.12014
https://arxiv.org/pdf/2308.12014
https://arxiv.org/pdf/2308.12014
https://arxiv.org/pdf/2308.12014


New research problems arise 

Explainability of GenAI

Generative AI

Explainability for large language models: A 
survey. ACM Transactions on Intelligent 
Systems and Technology, Zhao, H.(2024). 



New research problems arise 

Explainability of GenAI

Generative AI

Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet, Anthropic Research (May, 2024)

https://transformer-circuits.pub/2024/scaling-monosemanticity/index.html


New research problems arise 

DeepMind, April 2024

Participatory AI Ethical and social analysis integrated 
in systems

https://deepmind.google/discover/blog/the-ethics-of-advanced-ai-assistants/
https://deepmind.google/discover/blog/the-ethics-of-advanced-ai-assistants/


Stronger together



Takeaways

🏢🚀  AI has left the lab

🌍⚙  AI systems are socio-technical systems

🤓🧠  Need of acquiring new skills and collaborate 
  with experts in humanities 👥🤝

🎉🚀  Very exciting times for research!



Questions?


